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CephFS

• Massively scalable
• Part of the Linux kernel since 

2010
• RADOS: Ceph's foundation

Interfaces:
• S3-compatible
• Swift-compatible



HDFS (Hadoop Distributed File System)

HDFS services
• Name Node (master)
• Data Node
• Secondary Name Node
• Job tracker
• Task Tracker

Basic features
• Distributed
• Scalable
• Portable
• Written in Java



• #1 HPC in 2019 (Oak Ridge National 
Laboratory)

• OS support for server:
• AIX
• Linux
• Windows

• Configuration update on a mounted file system
• Data replication
• Active File Management (AFM)

• Data share across clusters

GPFS (IBM Spectrum Scale)



CDFS = appliance of CERN EOS at Comtrade
• Comtrade: The industry partner of CERN EOS
• The initial usage of CERN EOS

• Data collection for CERN LHC experiments
• Current usage of CERN EOS

• Data collection for all CERN experiments
• The primary data storage software (including 

CERN staff data)
• The fastest file system for parallel data collection
• Cluster size: > 700 PB

• Node resync: < 15 minutes 

CDFS (Comtrade Distributed FS)
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Requirements

• High throughput
• Low latency
• Expendability



Fault tolerance

• CephFS
• Using JBOD instead of RAID
• Snapshots
• Replication
• File and directory layouts

• HDFS
• Using JBOD instead of RAID
• Stores each file as a sequence of 

blocks which are replicated for fault 
tolerance

• The block size and replication 
factor are configurable per file

• GPFS
• Using IBM Spectrum Scale RAID
• Snapshots
• Synchronous and asynchronous 

replication

• CDFS (based on EOS)
• Uses JBOD in the form of RAIN



About the RAIN – Checksums

RAIN = Software implementation of the RAID concept across independent 
servers on the network

adler blake3 crc32

crc32c crc64 md5

sha sha256 xxhash64



About the RAIN – File Layouts

RAIN = Checksums calculated and recorded for every file (chunk)

Plain Replica RAID5

RAID6 RAID-DP QRAIN

Archive



Advantages of RAIN

Advantages

• Scalability
• Reliability
• Cost (JBOD without RAID 

controller)
• Geotag policies are applied 

during file placement to 
improve data loss prevention 
and IO performance. 

Drawbacks

• All communication is done 
via the network

• Increased is IO and 
computational effort for non-
sequential writes and server 
draining
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• DFS as a single node*
• Clusters on different HDDs
• Identical disk drives
• Identical HW components:

• Motherboards
• Network adapters
• Memory

Testing environment

Cores Memory HDD

Client: Linux 2 4 GB 80 GB

Client: Windows 4 10 GB 80 GB

Servers: Linux 8 20 GB 500 GB



Small files
• Size: 1 MB
• Transfer: 100 files at once
• Potential issue:
• Authentication time overhead

Different file sizes

Medium files
• Size: 100 MB
• Transfer: 10 files at once
• Potential issue: -

Larger files
• Size: 2 GB
• Transfer: 2 files at once
• Potential issue:

• Time out



Download
• Create new test files on the server space

• Clear file cache on the client and the server 
machines

• Download the files from the server space to the 
client machine

• Verifying the MD5 hash and calculating the 
transfer speed from execution time

• Remove created and copied test files

Testing description

Upload
• Create new test files on the client machine

• Clear file cache on the client and the server 
machines

• Upload the files from the client machine to 
the server space

• Verifying the MD5 hash and calculating the 
transfer speed from execution time

• Remove created and copied test files



Throughput results



Throughput results - Small Files



Throughput results - Medium Files



Throughput results - Large Files
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Interpretation of results

The best
• Small files

• GPFS on Linux
• EOS on Linux

• Medium files
• EOS on Linux
• GPFS on Linux

• Large files
• EOS on Linux
• GPFS on Linux

Not the best
• All file sizes

• Hadoop on Win
• Hadoop on Linux
• Samba



Throughput
• Read
• Write

Requests
• Read
• Write

Latency
• Read
• Write

Metrics used (data and metadata)



High Availability metrics

• MTBF
• TBW
• Failover resync time
• Resync of replaced disk

Need to compare in future

High Availability requirements

• Load balancing
• Data scalability
• Geographical diversity
• Backup to tape
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